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Abstract

Identification of emerging digital automation technologies is critical to understanding
the changing patterns of work, firm and industry organisation, and labor demand, and
thus formulating policies to mitigate the associated risks while harnessing their potential
benefits. In this paper, we analyse a large corpus comprising millions of patents and
scientific publications from Derwent, PATSTAT, and OpenAlex databases related to
automation technologies across a wide range of domains, including but not limited
to industrial robots and artificial intelligence. To identify emerging technologies, we
propose a methodology which combines machine learning methods with state-of-the-art
sentence transformers from the field of computational linguistics. We first identify
radically novel patents and publications using a novelty detection algorithm and their
semantic off-shoots. We then cluster them into cohesive technology groups based on
similarity in their content. We validate these clusters based on obtained labels and
observe that citation patterns across patents and publications are heavily dependent on
semantic similarity. Finally, we construct aggregate indicators of emergence for these
technologies and characterize these based on trends in novelty, bibliometric impact,
uncertainty, and growth rates during the past decade. We identify six patterns of
technological and scientific development, which provide a better understanding of which
digital automation techologies are likely to emerge in the near future, and which have
matured. The resulting data set of emerging technologies will be useful to practitioners,
policymakers, and researchers interested in the implications of these technologies on

labour markets and the society.
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1 Introduction

How digital automation technologies will eventually impact societies, depends on the directions
in which they will evolve, and what policies are implemented to maximise the gains while
minimising the negative impacts for all. For instance, digital automation technologies
can contribute to achieving the sustainable development goals (Guenat et al., 2022) or
can stand in their way (Ciarli, 2022). Focusing on labor markets implications, studies have
provided radically different estimates about the potential impacts of some of these automation
technologies on employment and wages (Eloundou et al., 2023; Petit et al., 2023; Hirvonen
et al., 2022; Acemoglu & Restrepo, 2019; Nedelkoska & Quintini, 2018; Frey & Osborne,
2017). These studies tend to focus either on non-defined groups of technologies (ICT), or
a limited set of automating technologies, such as Al and robots, which have been adopted
by a small number of companies (Zolas et al., 2020). The focus on some technologies seems
to downplay how digital automation technologies are evolving and combining into several
applications within and between firms (Ciarli et al., 2021).

For policies to be able to direct and maximise the benefits of digital automation technolo-
gies, policy makers need to be aware of which automation technologies are most likely to
emerge in the future, how they combine in which applications, and what is the trajectory
they are likely to follow. Keeping with the example of the impacts of digital automation
technologies on work, these will also depend on how workers’ skills will evolve and which new
jobs are created (Autor et al., 2022). For instance, building skills requires time, and is most
useful at the beginning of a worker career (Langer & Wiederhold, 2023).

In this paper, we identify emerging automation technologies and areas of scientific advance
from patented innovations and scientific publications, respectively. We cover a large spectrum
of automation technologies, beyond robots and Al, including data acquisition and data
management technologies, computing, networking, additive manufacturing, and user interface
(Savona et al., 2022).

Building on a corpus of patents from Derwent, documenting efforts in the private and
public sector to develop automation technologies since 2001, we build queries to search the
OpenAlex publication repository for scientific publications on digital automating technologies
and extract a corpus of publications from 2001. The data set is described in more detail in
Prytkova et al. (2022) — PILLARS deliverable D3.1. Next, from each corpus we identify
novel patents and publications using an anomaly detection algorithm. We also identify the
patents and publications that are most similar to those novel patents and publications, i.e.
which develop the technology in similar directions to the novel ones — their ‘offshoots’ Next,

having identified the novel patents and publications and their offshoots, we cluster them into



500 groups that we define as technologies. Finally, for each technology (group of patents
or publications) we compute five measures that have been used in the literature to identify
attributes of emerging technologies (Rotolo et al., 2015): radical novelty, prominent impact,
relatively fast growth, uncertainty, and coherence. These attributes are important to form
expectations about the future relevance and evolution of those digital automation technologies.
We cluster technologies to identify and characterise different patterns of emergence.

We find over one million patents related to digital automation technologies —mostly
from China, US, Japan, and Korea. Among these new technologies, we identify around 90
thousand patents which are novel during the period 2012-2021.1 We classify those novel
patents and their offshoots in 500 technologies and applications, ranging from neural networks
and self-driving vehicles, to block-chain and medical monitoring devices. We follow a similar
exercise for areas of scientific advance starting with over 4 million scientific publications.

Among those, we groups of technologies and scientific areas that, on average, experienced
the quickest increase in the growth rate of patents since 2012 and the fastest increase in
novel documents in recent years. The most rapidly emerging and novel broad technologies in
patented inventions are neural networks, Natural Language Processing (NLP), augmented
reality, blockchain, additive manufacturing (AM), Internet of Things (IoT) and cloud com-
puting. These are followed by robots, workflow automation, control systems and Unmanned
Autonomous Vehicles (UAV). The most rapidly emerging applications are energy distribution
networks, waste management, clothing recommender systems, secure financial transactions
and certifications, recruitment and some applications in health care such as biometric data
and health record security. Based on publications the increase in the pace of radically
novel advancements is fastest in deep learning (e.g. applied to medical diagnostics) and
decentralized finance, [oT based precision agriculture and NLP and dialogue systems.

The future developments of those technologies and applications seem rather uncertain,
based on the share of radically novel technologies that emerge yearly.

In patented inventions the majority of digital automation technologies are applications
combining several technologies (such as mobile payment, management of energy networks,
hospital, schools or buildings, or insurance). There are fewer broad technologies (such as
neural networks, additive manufacturing or IoT). However, broad technologies grow at a
faster rate in the short run, and evolve rapidly, producing more novel patents. They tend to
represent the radical innovations.

We do not observe a unique pattern in the relation between scientific and technological
developments. In some cases, developments are more novel and fast growing in science, in

others the patented inventions seem to take the lead.

!The most novel being deposited by inventors in Germany, Japan, Israel, Sweden and Switzerland.



For both scientific and technological developments in digital automation technologies, it
seems that radical novelty goes hand-in-hand with fast growth.

Our results point to the relevance of closing monitoring the wide spectrum of digital
automation technologies, to better understand their future developments and what it may
mean for the future of work. Our results also provide important indications on which
technologies are following a more incremental pattern and where we may expect radical
innovations to emerge. We expect more radical change to occur in the technologies, rather
than in the applications, therefore associating technological developments with scientific
developments seems crucial.

Our work is closely related to the literature on emerging technologies. We contribute to
the literature by integrating and operationalising attributes of emerging technologies using
specific metrics. We also contribute to the literature focusing on identification of automation
technologies and their trajectories (Martinelli et al., 2021; Singh et al., 2021). More generally,
we add to the literature that uses natural language processing techniques for mapping and
forecasting technologies (Hain et al., 2022). Kelly et al. (2021) identify breakthrough patents
from 1840 onwards by computing text similarity of a patent with prior and subsequent
patents. We instead argue for a more nuanced estimation of “breakthroughness” of a patent
by computing novelty relative to the set of patents/publications closest to a given document.

In the rest of the paper, we briefly describe the data (Section 2), and the combination
of methods used to identify different patterns of novel emerging technologies (Section 3).
Section 4 discusses the resulting patterns of emerging technologies and applications, and

Section 5 concludes.

2 Data

We use data on patents and publications related to digital automation technologies in the
domains of robotics, data acquisition, data management, computing, artificial intelligence and
intelligent information systems, additive manufacturing, networking, and user interface. The
dataset comprises 1,143,033 patents from 2000-2021 retrieved from the Derwent Innovation
Index (DII). Table 1 reports some examples within these technology families. In addition, we
use over 4 million publications retrieved by queries related to digital automation technologies
across a wide range of domains from OpenAlex open catalogue—a large open repository
for publications. The data is a refined version of that submitted as deliverable D3.1 and is
described in a separate paper (Prytkova et al., 2022).

Figure 1 shows the distribution of assignee country for all the patents. We see that China

accounts for a large share of patents and is the assignee country for approximately two-thirds



of patent families. It is followed by the United States, Japan, and South Korea.

3 Methodology

3.1 Representing Patents and Publications as Vectors

We use state-of-the-art natural language processing (NLP) methods to analyze the text
of patents and publications. We first concatenate the patent titles and descriptions. In
case of publications, we concatenate their titles and abstracts. We then obtain vector
representations (or embeddings) of all the patents and publications using the sentence-
transformer architecture proposed by Reimers & Gurevych (2019). Sentence transformers
produce semantically meaningful document embeddings so that similar patents or publications
are closer to each other in the vector space. In other words, they have shorter euclidean
distance and higher cosine similarity between them. This makes sentence transformers
suitable for finding similar patents or publications while being orders of magnitude faster
compared to other transformer models such as BERT or RoBERTa.

Specifically, we use the pre-trained all-mpnet-base-v2 sentence transformer model which
maps patents and publications to a 768 dimensional vector space by creating a single
embedding vector for each document.? It fine-tunes the pre-trained mpnet-base model trained
by Microsoft (Song et al., 2020) for natural language understanding task by applying a
siamese triplet network on over a billion sentence pairs from diverse domains such as academic
papers, Wikipedia, Reddit comments, and Stack Exchange among others, and has shown
state-of-the-art results on semantic search and sentence embedding tasks. The siamese
triplet network is trained using a triplet loss function. Given an anchor document A having
a corresponding similar document P and a contradictory (dissimilar) document N in the
training set, the embeddings are fine-tuned so that the distance between A and P is smaller
than that between A and N.

3.2 Finding Novel Patents and Publications

One of the most important parameters for a technology to be considered emerging is radical
novelty. Therefore, we first identify novel patents and publications. To do this, we use a
semi-supervised anomaly detection method. Specifically, we use the Local Outlier Factor
(LOF) algorithm proposed by Breunig et al. (2000). LOF measures the local density of each

patent or publication with respect to k-nearest patents or publications. Thus, the documents

2This model is particularly suitable for short paragraphs. It takes input length up to 384 words and
truncates longer sequences. For more information, see all-mpnet-base-v2.


https://huggingface.co/sentence-transformers/all-mpnet-base-v2

that have a substantially lower density than their neighbors are classified as anomalous (or
outliers). We use the cumulative set of patents or publications until a given year t-1 for
computing the distribution of data and classify new patents or publications in the year t
as novel if they are anomalous with respect to the existing ones in the embedding space.
We use 258,344 patents from 2000-2011 and 1,294,407 publications from 2001-2011 as the
base sample and infer the degree of novelty of patents and publications from 2012-2021. We
update the base sample to include patents for an additional year to compute novelty for
subsequent years. For example, to compute the novelty for patents and publications in 2013,
we also include patents and publications in 2012 in the base sample.

The parameter k defines the local neighborhood with respect to which the relative density
is computed. A larger value for k includes more adjacent patents while a smaller k restricts
the set of patents to a local neighborhood for density computation which might be useful for
detecting minor innovations. In our implementation, we set k = 1000 which is in line with
our objective of detecting radically novel technologies. Though this algorithm has previously
been used by Lee et al. (2015) and Jeon et al. (2022) to measure novelty of patents, we
extend its usage by incorporating semantic information in patent and publications based on
the sentence transformer architecture and include patents from various domains as well as
publications.

Appendix Figure A.1 reports the distribution of our novelty measure by year from
2012-2021 for patents and publications. We see that the novelty in case of publications
has gradually declined over the past decade. This is consistent with a general decline in
disruptive scientific ideas over time as documented by Chu & Evans (2021) and Park et al.
(2023). However, this declining trend in novelty does not strictly reflect among patents. We
define top 10% patents and publications within each year as novel. This gives us a set of
88,413 novel patents and 282,822 novel publications during the period 2012-2021. As a
validation check of our novelty measure, we incorporate citation information. In line with our
expectations, patents that are among the top 10% in our novelty measure have, on average,
20% more citations than other patents while novel publications have 11% more citations

compared to other publications.?*

3This relation is robust to (i) different values of nearest neighbors (k = 20 or k = 200) for local outlier
factor algorithm, (ii) using a continuous measure of novelty, and (iii) comparing patents and academic
publications published in the same year using year fixed-effects.

4For computational reasons, we split our sample of publications in 13 clusters based on their citation
network using leiden algorithm and then separately run the novelty detection for the set of papers in each
cluster. Figure A.2 shows that the proportion of novel publications is roughly same across all the clusters.



3.3 Identifying Technologies

Novel Technologies A single or a small set of novel patents or publications may influence
future technological trajectories. For example, the Italian computer vision company VisLab’s
patent on Vision system for an autonomous vehicle combined multiple cameras with a sensor
system to collect information on a vehicle’s surroundings and influenced future developments
in autonomous navigation technology. Similarly, Kang et al. (2016) design an integrated
tissue—organ printer for human tissues which represents an important milestone in three-
dimensional (3D) bioprinting and scores highly on our novelty measure. Therefore, we
enrich our set of novel patents and publications by also including subsequent patents and
publications (or offshoots) that are close to the novel ones in the semantic space. To identify
novel technologies and their offshoots, we start with the set of patents or publications
that are among the top 10% of novelty metric within each year from 2012-2021. Given
this set, we compute cosine similarity of each patent or publication to the most similar
novel patent or publication in each year. The impact set (or offshoot) of novel patents (or
publications) is the set having more than 90 percentile of cosine similarity with the nearest
novel patent/publication in a given year.® This gives us a set of 190,714 novel patents and
their offshoots, and 605,932 novel publications and their offshoots.

We then apply k-means clustering on the patent and publication document vectors to
arrive at a set of technologies based on semantic similarity. Our choice of using k-means is
dictated both by its simplicity and scalability to large corpus. The algorithm partitions the
data into K disjoint technologies (or areas of scientific advance) by first iteratively choosing

cluster centroids to minimize the within-cluster sum-of-squares (or inertia):
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where p; corresponds to centroid closest to the patent or publication having vector x;. It
then assigns each point to the nearest centroid. We cluster the novel patents and their
(semantic similarity based) offshoots into 500 clusters. We then assign labels to these
technologies by extracting top 10 words/phrases within each topic using TF-IDF scores. A
critical decision for k-means clustering is identifying the “appropriate” number of clusters.
For this we rely on the 4-digit International Patent Classification (IPC) codes. IPC codes
hierarchically classify patents into different groups. The full list of codes is available at

https://www.wipo.int/classifications/ipc/en/. We, therefore, set the number of clusters as

5The 90" percentile of cosine similarity to the most similar novel patent in year t ranges from 80.5% in
2012 to 84.13% in 2020. In case of publications, this ranges from 77.07% in 2012 to 82.07% in 2020. Since
2021 is the final period in our data set, we do not find offshoots of novel patents or publications in 2021.


https://patents.google.com/patent/US20070291130

500 which is approximately the number of distinct IPC categories within a technology domain
subject to the IPC code not being rare, i.e. occurring at least 15 times. We also validate this
approach using the “elbow-method” heuristic by experimenting with values of clusters from
10 to 1,000 (in increments of 10) and find that the gradient of within-cluster sum-of-squared
distance flattens at a similar number of clusters. A visual examination of cluster labels
also suggests that having 500 clusters does a good job of separating different technologies
while grouping together those that are similar. To maintain comparability with the level
of granularity of technologies, we use the same number of clusters for assigning scientific
publications to fields of research.

To further validate these clusters, we use citation information. We see that over 22.7%
citations for patents come from within the same cluster (or narrow technology). This is despite
having a small number patents in each individual cluster. To further check the co-citation
pattern within and across clusters, we use the Balassa revealed comparative advantage index
(RCA) borrowed from the literature on trade (Balassa, 1965). Intuitively, this index measures
the overlap in citations across any ordered pair of cited and citing clusters (a;, az) normalized
by the number of total number of citing and cited patents in these clusters. Specifically, for

cited cluster d and citing cluster [, this index is computed as follows:
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where N, o, is the number of forward citations in cluster a; from cluster ag, N,, is the total
number of citations received by cluster ai, >°, Np 4, is total number of citations across all
cited clusters p from citing cluster ay, and 3>, N, is the total number of citations across all
cited clusters p. Therefore, larger values of RCA indicate a higher degree of overlap between
the cluster pair a; and as. We indeed find that the median value of RCA is much higher
when a; = ay (183.45) compared to when this is not the case (3.95). For over 88% of cited
and citing clusters, RCA is the highest when the cited and citing clusters are the same.

We also check the specialization of clusters related to the novel technologies in 15 manually
constructed queries related to the core technologies. These queries pertain to (1) neural
networks (2) block chain (3) Machine translation, NLP, and text/speech analysis (4) Robotics:
parts and operations (5) Advanced intelligent communication/control systems (6) Autonomous
navigation (7) Real-time/dynamic systems and embedded systems (8) Machine learning (9)
Computing (10) Automated workflow /workflow control, RPA (11) Secure data transmission
(12) User interface: software, devices/peripherals, protocols (13) Wireless communication
and networking (14) Virtual reality, CAD, 3D modeling/digital simulation (15) Additive



manufacturing.® The proportion of patents retrieved among the novel and offshoot set is
around 32%. Around 9.2% clusters specialize only in a single query. These include RFID
(specializing in wireless communication query), additive manufacturing, and cloud storage
among others. On the other hand, more applied clusters such as those related to power
consumption and biometric authentication specialize in as many as 9 queries. We carry
out a similar exercise for publications and find qualitatively similar patterns—14% clusters
specialize in a single major query. Figure A.3 shows the distribution of diversity of novel

clusters in queries.

Broad Technologies To identify broader technologies associated, we again use k-means
clustering. In this case, we further cluster the 500 technologies into 100 clusters based
on the centroid for each cluster. In case of patents, we also cluster the entire set into 40
technology clusters.” This gives us different clusters related to technologies such as block chain,
autonomous vehicles, three dimensional printing, neural networks, wireless communication,
cloud computing, augmented reality among others and combinations of these. Figure A .4
shows a representation of these technologies projected on a 2-Dimensional space using UMAP
(Mclnnes et al., 2018) and the top 3 labels associated with each of these. To validate these
clusters, we again use citation information and find that over 46% of citations come from
within the same technology family.® We find that the median RCA is much higher when
a; = ay (21.52) compared to when this is not the case (0.27).°

We also use RCA to check the specialization of these 40 major clusters in the manually
crafted queries described above. We report a heatplot of RCA in queries across these major
clusters in Figure A.5. We find that the patterns of specialization are intuitive—management
systems cluster specializes in queries related to automated workflow /RPA; blockchain cluster
specializes in query related to block chain; mobile based GPS in queries related to navigation
and networking; industrial robot in robotics and so on. We see that while some clusters
specialize in a single query, others are more diverse and specialize in multiple queries.
For example, autonomous vehicle cluster specializes only in queries related to autonomous
navigation and three dimensional printing cluster specializes only in queries related to additive

manufacturing. On the other hand, healthcare, social network, and authentication system

SWe are able to retrieve approximately 29% of patents within our original set of patents using these
queries.

"We try cluster numbers ranging from 2 to 150, in increments of 2, and obtain 40 as a reasonable number
based on the elbow method.

8This excludes the set of patents that don’t have any citations, and therefore, includes 263,430 cited
patents and 298,051 citing patents.

9n fact, for all citing and cited clusters, RCA is the highest when the cited and citing clusters are the
same.



clusters specialize in as many as 8 queries.

3.4 Estimating Emergence

To identify emerging technologies, we follow the characterization given by Rotolo et al. (2015)
who define emerging technologies as those that have five attributes—radical novelty in method
or function of the technology, relative fast growth (or “clockspeed nature”), coherence that
persists over time, prominent impact, and uncertainty.

Below we describe our proposed metrics to estimate these. To measure novelty of a given
technology within each year in our period of interest, we compute the share of novel patents
or publications in each cluster, i.e. those among the top 10% in our novelty metric within
each year. We measure relatively fast growth by the gradient of growth starting from the
birth year of the cluster (i.e. the first time a patent or publication appears in that cluster),
i.e. number of patents or publications divided by the age of the technology (in years)—where
age is the time period since the first patent/publication related to a technology or area
of scientific advance was published. Though, our clustering approach based on semantic
similarity guarantees some degree of temporal coherence of technologies/areas of scientific
advance, we provide a quantitative measure of coherence by computing the mean of cosine
similarity between patents or publications within a cluster. In other words, the clusters
having documents that closer to each other in the semantic space on average are defined
as more coherent. We measure prominent impact using forward citations for a patent or
publication. Specifically, we consider patents that have among the top 10% citations in each
year as impactful. We then compute the share of impactful patents or publications within
each cluster to measure impact. Finally, uncertainty is conceptualized as the number of novel
patents or publications in the most recent year as a proportion of all patents or publications
within that cluster. The idea behind this is that if most of the novelty in a cluster appears in
the most recent year, this implies that the trajectory of a technology is still uncertain, and
therefore, the uncertainty in its potential applications is yet to be fully resolved.

Finally, we identify emerging technologies by categorizing the 500 technologies and 500
areas of scientific advance into 6 groups based on the patterns of novelty, impact, and growth
of patents and publications within each cluster in each year from 2012-2020. To do this,
we first obtain the aggregate measures of novelty, citations, and number of patents within
each cluster for each year. This gives us 27 variables. We then standardize these variables
to assign them on equal scale and take a quadratic polynomial transformation for all these
variables—including all interactions between them. Finally, we apply k-means clustering to

obtain patterns of emergence for all the technologies or scientific areas.
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4 Results

4.1 Patented inventions

4.1.1 Geographical distribution

We present the geographical distribution of novel and impactful patents in Figure 2 after
purging year fixed-effects. We find that, on average the patents having China as the assignee
country are among the least novel while those having assignee country as Turkey, Brazil,
India, the United States of America, and Canada are the most novel. However, patents from
Turkey, South Korea, Japan, Brazil, Malaysia, Russia, and China receive significantly fewer
citations. On the other hand, patents having assignee country as Ireland, United States of
America, Canada, Israel, and Sweden receive significantly higher number of citations. This
results in a geographic selection of patents in the novel and offshoot set. As depicted in
Figure 3, the proportion of patents having China as the assignee country has significantly
reduced to around 38% while proportion of patents having assignee country as United States,
Japan, and South Korea has increased.’

For robustness, we also restrict our sample to 442 clusters for which at least 90% patents
were filed in multiple countries and recompute the emergence patterns. This ensures that the
patents are of high quality. Figure A.7 shows the geographic distribution of total patents
within these clusters while Figure A.8 shows the distribution of novelty and impact across
geographic regions. We report the results in Table 4 which suggests a partial overlap in the
technologies assigned to each of these patterns. However, the broad patterns of emergence
remain consistent across these groups and technologies within patterns 2, 3, and 6 continue

to be the emerging technologies.!!

4.1.2 Patterns of emergence

Figure 4 shows the average number of patents and share of novel and impactful patents for
each of the six patterns, sorted from the fastest to the slowest growing. Table 2 reports the
average for each of the five attributes over the years, for each of the six patterns. Figure 5
shows word clouds of the technology labels corresponding to these patterns. Figure 6 shows
the box plot for the emergence metrics across the six patterns.

In this subsection we discuss the main features of the 6 different patterns. In the following

10This also changes the geographic distribution of novelty and impact among patents within the novel and
offshoot set (see Figure A.6).

HFigure A.9 shows the emergence patterns while Figure A.10 shows the corresponding wordclouds of
labels of technologies within each pattern.
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subsection we discuss the main broad technologies and applications and how they differ across
the six patterns. We recall that in our analysis one technology (or application) is one of the
500 clusters identified in Section 3.3 — in turn clustered in six different patterns — and
broad technologies are groups of similar technologies. We list the broad technologies and
technological applications (and the pattern in which they where clustered) in Tables A.1 and
A.2. To facilitate the interpretation of results, we also list the families and subfamilies of
technologies (Table 1) of each broad technology-pattern pair.

The technologies and applications grouped in the first three patterns are particularly fast
growing and show increase in the share of novel and impactful patents (at least for part of the
past decade). The first pattern of emergence includes a relatively small number of technologies
and applications (47). Technologies are largely related to neural networks, augmented
reality and blockchain, and to a lesser extent Natural Language Processing (NLP), additive
manufacturing, autonomous vehicles, and the Internet of Things (IoT). Few technological
applications where clustered in this pattern, mainly using neural networks (energy and waste
management and recommendation systems), blockchain (financial transactions, certificates
and health data), sometimes in combination in AM (e.g., dental prosthesis). On average, the
number of new patented inventions for these technologies and applications has been increasing
with an yearly growth gradient of 18.5, increasing over time at a growing rate. These are
the technologies that in terms of expected growth are the fastest emerging. Although the
average share of novel patents over the years is below average (47%), this is the only group
of technologies for which the share of novel patents has also been increasing at an increasing
rate. For this reason, these technologies are also the most uncertain on average (uncertainty
score is three time the average across patterns), suggesting that for most of these technologies
new trajectories are explored each year. This is also in line with the young age of those
technologies that have an average birth rate of 2015 (first patent). Despite the young age and
the uncertainty, these technologies are generating the largest share of follow up inventions,
showing the highest share of impactful patents (18%).

The second pattern of emergence also includes a relatively small number of technologies
and applications (48). Technologies are largely related to additive manufacturing with a
few technologies related to neural networks and autonomous vehicles. Just a couple of
technological applications where clustered within this pattern, mainly in relation to neural
network and NLP (recruitment and product recommendation algorithms). On average, the
number of new patented inventions following this second pattern has been increasing with
an yearly growth gradient of 15.7, decreasing its pace only since 2018. Differently from the
technologies in the first pattern, in the case of additive manufacturing and other technologies

following this pattern, the growth is accompanied by a decrease in novelty (which peaks in
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2016). The average share of novel patents is below average, and is decreasing. As a result,
uncertainty is also relatively low (11) compared to most other patterns, and impact is around
average. Although the average birth year of those technologies is similar to those in the first
pattern these technologies seem to have found a relatively stable pattern of development
along given coherent trajectories (based on their semantic similarity). In sum, technologies
within this pattern continue to develop at a fast rate, along trajectories that seem to have
established relatively soon, as of 2020.

The third pattern of emergence includes the smallest number of technologies and applica-
tions (36). Two groups of technologies characterise this pattern: IoT and cloud computing,
with only a couple of technologies related to additive manufacturing and autonomous vehicles.
Just few technological applications where clustered within this pattern, mainly in relation
to neural networks, IoT and data management in cloud servers (recruitment and product
recommendation algorithms, event scheduling, remote building management, and peripheral
devices). On average, the number of new patented inventions has been increasing with a
stable yearly growth gradient of 11.5 since 2013, neither increasing as for technologies in the
first pattern nor decreasing, as for technologies in the second pattern. Over the years, these
are the technologies with the highest share of novel patents (60%). Because the share of
novel do not increase, the uncertainty is lower than for technologies in the first pattern, but
is the second highest. This suggests that the IoT and cloud computing technologies in this
pattern are still opening into several new trajectories. The share of impactful technologies is
also the second highest (15%). In sum, like for technologies in the first pattern, technologies
in this pattern are still developing in several direction, at a fast rate, and generating a large
number of further innovations. Unlike the first group, these technologies have been around
for longer on average (average birth years is 2014) and have evolved into novel technologies
at a high rate.

The fourth pattern of emergence includes more than one third of all technologies and
applications (187), with similar growth rate, novelty, and impact pattern. Three main groups
of technologies, related to industry automation, have followed this pattern: robots, workflow
automation and intelligent control systems. Some of the groups of technologies discussed
before also follow this pattern: neural networks, IoT, cloud computing, autonomous vehicles,
and mobile devices. These are usually related to applications in industry automation. This
pattern also includes the majority of technological applications. Some of the applications
combine robotics, data management and networking technologies (maintenance of vehicles, car
sharing applications, management of construction sites and projects, logistics and delivery of
goods, ordering, cooking and delivering food, management of energy consumption, insurance,

disaster management, medical imaging, extraction of biometric information). A second
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group of applications combine technologies in networking and data managing, without the
robotic and RPA components, and in some cases involving user interfaces (management of
accommodation, schools, building, and parking spaces, intelligent homes). A third group of
applications combine Al and intelligent information system with user interfaces, and in some
cases data management technologies (product recommendation, event scheduling, teaching
platforms and applications, travel information, health monitoring and medical images, sales
scheduling, intelligent homes, gaming). A fourth group are mainly user interfaces (peripheral
devices, media players, e-trading). On average, the number of new patented inventions has
been increasing at a fast rate for these technologies, with no sign to wane down as of 2020.
Like technologies in the third pattern, the growth has been increasing at a stable rate, on
average; but unlike them, novelty has decreased since 2012, and stabilised at a lower level
(above 50%). On average these technologies have been around for longer (the average birth
year is 2012) and are relatively settled, alike technologies in the second pattern (average
uncertainty score at 12). Impact is still relatively high and growing (to 20% of the patents
in 2020). In sum, these are still emerging technologies, attracting a lot of inventive activity,
although in directions that are relatively stable when compared to technologies in patterns 1
and 3.

The technologies and applications grouped in the last two patterns (5 and 6) have been
growing at a relatively low rate since 2014, on average, with no sign of increasing, and have
experienced a fall in the share of novel and impactful patents (especially pattern six, down
to only 20% of novel patents). The fifth pattern of emergence includes a relatively large
number of technologies that are mainly applications (91). We find only few technologies,
which are not specific to this pattern, related to control systems, autonomous vehicles,
mobile devices and Radio Frequency Identification (RFID). This pattern also includes a
large number of technological applications, which tend to combine with pattern four. That
is different technologies combined in the same applications follow different patterns of
emergence. Applications that are particular to pattern five combine networking technologies
and user interfaces (call centres, digital media, mobile advertisement, auctions), technologies
in networking and data management, in some cases involving user interfaces or Al (locations
services, mobile payments, medical images, e-commerce, advertisement), technologies in Al
and intelligent information system with user interfaces (social network applications), or are
based mainly on networking technologies (power supply, emission of coupons, e-mail). On
average, the number of new patented inventions has been increasing at slow rate since 2014.
Unlike technologies in the first four patterns novelty keeps decreasing over the years (reaching
below 50%, on average). Like technologies in the fourth pattern, these technologies have been

around for longer (the average birth year is 2012) and are relatively more settled, with a low
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average uncertainty score of 6. Impact is also relatively low (8% over the years), suggesting
little influence on the development of future technologies. In sum, these technologies show
a stable but decreasing pattern of emergence, producing less and less novel patents, at a
relatively slow rate, and with little impact over following inventions.

The sixth pattern of emergence also includes a relatively large number of technologies
that are almost only applications (90). We find only one technology in this pattern: Radio
Frequency Identification (RFID), all other technological developments being applications.
Most applications in this pattern are shared with pattern four and five, that is they share some
of the technological components that make the applications discussed in the other patterns.
The applications that are specific to pattern six, combine networking and data management
technologies (parking management, teller machines and health care). Novel patents for these
technologies and applications are clustered in the first year (2012), in relation to patents
between 2001 and 2011. Since then, novelty has declined rapidly and only 20% of patents are
novel in these technologies and applications (on average). This implies that the uncertainty
is also lowest (3), on average. Impact is also relatively low (10% over the years), signalling a
lower influence on future inventions related to automation, with respect to technologies and
applications in other patterns. In sum, these technologies show a stable and low pattern of
emergence, producing few novel patents, at a relatively slow rate, and with little impact over

following inventions.

4.1.3 Technologies and applications

Table A.1 lists all the broad emerging technologies identified in our sample of digital automa-
tion patents across the different patterns. These are: neural networks, Natural Language
Processing (NLP), augmented reality, blockchain, additive manufacturing (AM), Internet of
Things (IoT), cloud computing, robots, workflow automation, control systems, Unmanned Au-
tonomous Vehicles (UAV), mobile devices and Radio Frequency Identification (RFID). Table
A2 lists technological applications extracted from digital automation patents, clustered in the
different patterns of emergence. Each technological application is composed of one or more
of the 500 technologies identified in Section 3.3. Some examples of technological applications
are: management of energy distribution, supply and demand; clothing recommendations;
financial transactions; recruitment; car sharing; health care; teaching; and advertisement
(see Table A.2 for a full list). The difference between the list of broad technologies and
technological applications is of course not clear-cut. Broad technologies include clusters of
patents that share a focus on the main technologies (e.g., additive manufacturing), although
they often mention an application (which is why they are patented inventions rather than

more general publications). Applications include clusters of patents that share a focus on
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specific applications (e.g., building management), which usually combine several technologies
(e.g., control systems, IoT, NLP and user interfaces in the case of building management).

In the patented inventions, we find that the majority of digital automation technologies
are actually applications combining several technologies, rather than broad technologies.
We also find that broad technologies are more frequently clustered among the fast growing
and novel technologies and applications — only a couple of broad technologies are clustered
in patterns five and six. Whereas we find only few applications clustered among the first
three fast growing and novel patterns. The novelty measure may be partly influenced by
a higher similarity in text describing technological applications than technologies, but the
growth patterns seem to suggest that in the most recent years the technological race among
inventors to develop radically new digital automations has been focused on the development
of technologies, while the applications have followed a more stable pattern of incremental
inventions.

We discuss the main properties of broad technologies and applications in turn.

Neural networks, NLP, augmented reality, blockchain, AM, IoT, and cloud computing
are the broad technologies that have been growing most in the past 10 years, and which
are generating most novel invention, i.e., diverging from past technological trajectories.
Therefore the following families of technologies seem to be the most emerging. Al &
Intelligent Information Systems, particularly Machine Learning, Computer Vision, NLP; AM,
particularly Binder Jetting, Material Extrusion, Powder Bed Fusion, Vat Photopolymerization,
Liquid additive manufacturing (LAM), Selective Powder Deposition (SPD), 3D Construction
Printing (3DCP), 3D Scanning, Powder Bed Fusion, and Sheet Lamination; Data Management
Technologies related to Blockchain and Data Sharing; Networking technologies, particularly
related to Monitoring and remote control Applications, Network services and applications,
[oT networks, Wireless communication and network infrastructures; Computing technologies,
related to Local/real-time processing and Distributed computing; and a few User interface
technologies related to Biometric Recognition and Extended Reality (XR).

Next is a group of broad technologies related to industry automation, which grows at
increasing rate, but less fast than a group above, and which has been generating increasingly
novel technologies since 2016 after a period of increased maturity (reduced novelty). These
are Robots, Workflow automation, and Control system. These are all included in the Robotics
family of technologies, and in particular the following subfamilies: Mobile robots, Robotic
control, Robotic navigation, and Software/virtual robots (RPA).

The two main broad technologies that seem to be relatively mature, and which show rela-
tively slow growth in innovative activity are mobile devices and RFID. These are technologies

that cut across different families: Networking, User interface, Robotics, Computing, Data
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Management Technologies, and Data Acquisition Technologies.

However, these broad technologies are composed of more specific technologies that have
been following different patterns, some emerging more rapidly and creating more novelty
than others. UAV is an example of a broad technology that includes technologies that were
clustered in all the first five patterns. First, we have drones (ID 27), technologies that follow
the first two pattern of emergence, that is experiencing high growth rate of patenting activity,
and high and increasing share of novelty. These are technologies that combine mobile robotics,
NLP, and extended reality. Mobile robotic components are the ones that follow th mos fast
emerging and novelty increasing pattern (pattern 1). Second, we observe technologies and
technological components related to autonomous driving (of cars) and traffic control (ID
19) following the second and third pattern. These technologies see fast growing patenting
activity, but more stable (high) novelty rate (and increasing impact rate). These are mainly
networking technologies, related to monitoring and remote control applications connecting the
car to the surrounding environment, which would enable a self-driving car to drive safely on
a road. The third broad UAV technology includes technologies and technological components
to manage self-driving cars (ID 30). These include vehicle and traffic control technologies
to manage and control the vehicle, vehicle identification, operate logistic transportation,
run safety diagnostics and monitoring, and provide road assistance. Some of these are also
networking technologies for monitoring and remote control applications, IoT networks and
wireless communication and network infrastructures. But they also combine data management
technologies such as data sharing and encryption technologies for secure data transfer, machine
learning (Al & Intelligent Information Systems), distributed computing and cloud servers,
and robotic navigation and RPA (e.g. for logistic transportation, such as cold chains). Many
of these are relatively more mature technologies and applications, that see a less fast growing
patenting activity and which were more novel around 2012 than now.

UAV are no exception in combining technologies with different patterns of emergence.
For instance, technologies using neural networks for speech recognitions (ID 94) include fast
emerging and novel development of NLP in pattern one as well as more mature development of
user interfaces technologies in pattern four. Or IoT technologies for managing and operating
warehouses (ID 29) combine fast emerging and novel technologies in pattern one with more
mature and less fast growing wireless communication and network infrastructures, and network

services and applications in patterns four and five.
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4.2 Publications

Figure 7 shows emergence patterns across different areas of scientific advance while the
corresponding wordclouds for the cluster labels are reported in Figure 8. Table A.3 reports
the detailed list of technologies and their applications in the 6 patterns. Table 3 reports
the number of distinct technologies, average number of publications per technology, share of
radically novel and impactful papers, their growth gradient, internal coherence, uncertainty,
and birth year for each of these patterns. Figure 9 depicts a box-plot showing the heterogeneity
in our emergence metrics within each pattern.

Pattern 1 is characterized by 27 technologies exhibiting exponential growth with a growth
gradient of 69 publications per year since inception, and sharply increasing novelty and
impact especially over the last 5 years of our sample period. The technologies in this pattern
are mostly young with an average birth year of 2016, and hence the number of publications
per technology is relatively small (493). Overall, approximately 60% of the publications are
among the top 10% novel and 22.5% are among the top 10% most cited with respect to papers
published in the same year—indicative of high impact. The pattern is also characterized by a
high degree of uncertainty in the future direction of the technology as nearly 43% of the novel
papers per technology were published in the last year of our sample period. This pattern
includes technologies such as blockchain, deep learning, cloud computing, and internet of
things (IoT) with advances in specific applications such as cryptocurrencies and decentralized
finance, deep learning with radiomics—in particular for cancer detection and diagnosis, and
Industrial IoT (IIoT). Notably, this pattern also includes Generative Adversarial Networks
(GANS) which have led to major advances in the field of computer vision.

Pattern 2 includes 33 technologies pertaining to areas such as computer vision, wireless
communication, and natural language processing with applications related to object and
target detection for autonomous navigation (e.g. real-time traffic detection), IoT-based
precision agriculture, and question-answering, dialogue systems, and named entity recognition
(NER) systems. This pattern is also associated with an exponential growth in the number
of publications (with an overall growth gradient of around 30 publications per year per
technology) over the past 10 years accompanied by an increase in the number of radically
novel publications. However, the increase in the number of novel publications per year has
stagnated. Overall, nearly 49% of the papers within this pattern are radically novel as per
our definition, of which 20% were published in the most recent year—representing a moderate
degree of uncertainty.

The pattern 3 includes 63 technologies, many of which were highly novel and experienced

rapid growth in the early 2010s, but have since stagnated. This is accompanied by a decline
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in the number of radically novel publications per year. The average number of publications
per technology over our sample period is nearly 2,000 indicating a relatively mature stage
of technological development. This pattern includes technological advances in areas such as
Robotics, Electroencephalography (EEG)-based brain-computer interface, computing and
encryption (e.g. Silicon Photonics or AES encryption), and cloud computing and data
management services. Some specific applications include Prosthetic Arm, Robot-assisted
arm training after stroke, Advanced Driver Distraction Warning Systems (ADDW), and
Steganography and Digital Watermarking.

Pattern 4 includes 176 steadily growing technologies (with average growth gradient of
20 publications per technology), with a relatively high number of novel papers per year.
This includes advances in areas such as Additive Manufacturing, Bio-inspired Reinforcement
learning for (intelligent) Robots, big data storage devices, smart material (e.g. Shape-memory
polymers, Electronic Skin), Quantum Computing, and gesture recognition and sensors (e.g.
tactile sensors) for user interface design. Specific applications include Three-Dimensional
Bioprinting (e.g. printing implants and bone and tissue regeneration), deep learning for
protein structure prediction, neural- network- based landslide/flood susceptibility mapping,
Unmanned Aerial Vehicles (UAV), Augmented Reality /Educational Robots for Classrooms,
and VR-based assistive technologies and Humanoid/Social Robots for the elderly and for
children with Autism Spectrum Disorders (ASD).

Pattern 5 (59 technologies) has the lowest share of radically novel publications (28%)
with a substantial decline in novelty and stagnation in the number of papers per technology
over the past 10 years (average growth gradient of only 12 patents per year). Many of these
technologies have already seen wide deployment and adoption. Consequently, there is very
little uncertainty (2.50%) in their future trajectory. The technologies within this pattern
include Radio Frequency Identification (RFID) tags for authentication, Smart Watch and
Accelerometer, cache memory (e.g. DRAM), Semantic Web Services, and Electrocardiogram-
based Biomedical Signal Processing. Some applications include RFID-enabled supply chain
and inventory management system, Ambient Assisted Living Systems, facial recognition,
audio-source separation, and time-series/short-term electricity load forecasting.

Finally, Pattern 6 includes 142 technologies with stagnation in growth and an initially
declining novelty which stabilized at a relatively high share of radically novel publications.
On average 54% of papers within each technology in this pattern are radically novel. This
pattern is marked by relatively lower impact (8%) and internal technological coherence
(avg. within cluster cosine similarity of 59.7). It includes technologies related to robotic
control (e.g. Fuzzy, PID and NMPC controllers), robotic arm and legged robots, high
performance computing (HPC), holographic, tactile, and LCD/LED displays, Voice User
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Interface and conversational robots, neural machine translation and text classification, and
wireless communication infrastructure such as LTE and optical networks. Applications include

Remote Laboratory (or Virtual Instruments Systems In Reality) and Virtual Classrooms.

5 Conclusion

In this paper, we develop a new methodology for the identification of emerging technologies
(patented inventions) and areas of scientific advance (publications). We apply these on a
large corpus of patents and scientific publications to identify emerging digital automation
technologies and areas of scientific advance. This can be useful to understand their impacts
on the economy and labor markets. The final data set of emerging technologies is likely to
be of use to researchers and policymakers. In addition, the novelty measure based on the
text of patents and publications itself can be useful in identification of disruptive science and
innovation in other areas.

We identify a wide spectrum of technologies, applications and research areas related to
digital automation technologies. Using indicators of technological emergence that measure
fast growth, radical novelty, prominent impact, coherence, and uncertainty, we distinguish
different patterns of emergence.

We find that, in patented inventions the majority of digital automation technologies are
applications combining several technologies (such as mobile payment, management of energy
networks, hospital, schools or buildings, or insurance). There are fewer broad technologies
(such as neural networks, additive manufacturing or [oT). This is in line with the nature of
patenting innovations that are more likely to be exploited in the market.

However, broad technologies grow at a faster rate in the short run, and evolve rapidly, pro-
ducing more novel patents. They tend to represent the radical innovations. The technological
applications tend to seep for longer and attract more incremental and less novel innovations.

The most rapidly emerging and novel broad technologies in patented inventions are
neural networks, Natural Language Processing (NLP), augmented reality, blockchain, additive
manufacturing (AM), Internet of Things (IoT) and cloud computing. These are followed by
robots, workflow automation, control systems and Unmanned Autonomous Vehicles (UAV).
Technologies such as mobile devices (wireless) and RFID seem already pertaining to the past
in comparison.

The most rapidly emerging applications are energy distribution networks, waste man-
agement, clothing recommender systems, secure financial transactions and certifications,
recruitment and some applications in health care such as biometric data and health record

security. Many applications including transport, location, advertisement, health, social
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networks, e-payment, and call centres attract inventive activity, but on rather stable patterns.

We do not observe a unique pattern in the relation between scientific and technological
developments. In some cases, such as blockchain and deep learning, scientific and technological
developments are both in the fastest emerging patterns that are generating more novel
documents. In other cases, such as [oT, although the technology is not amongst the most
fast emerging in terms of novelty, related scientific developments are (e.g. in Industrial IoT).
In other cases, such as additive manufacturing, it is the scientific development, that although
steadily growing, are not developing in new areas as fast as the patented inventions. Results
seem to confirm the well known non-linear advances of science, technology and innovation
(Kline & Rosenberg, 1986).

Based on publications the increase in the pace of radically novel advancements is fastest
in deep learning (e.g. applied to medical diagnostics) and decentralized finance, so we need to
carefully understand its potential consequences and barriers to adoption. IoT based precision
agriculture seems ready to take-off (pattern 2). We've already seen wide-spread adoption of
ChatGPT but we can indeed expect more advances in NLP and dialogue systems (pattern
2). The way in which these will evolve and how they will be used, though, also seems to
have a high degree of uncertainty. On the other hand, there seems to be only an incremental
progress in case of older technologies such as RFID and Ambient Assisted Living systems
(pattern 5) which seems to suggest an end to their development as researchers are increasingly
devoting their energy to other areas (based on the growth in publications).

For both scientific and technological developments in digital automation technologies, it
seems that radical novelty goes hand-in-hand with fast growth. Perhaps this is because as
opportunities to do radically novel research in an area dry up, the research and innovation
communities focus their attention to the new hot areas — so there seems to be a lot of
dynamism and adjustment.

In terms of policy implications, our results suggest that, first, it is important to consider
the full array of digital automation technologies, beyond Al and robots. Combination of data
management, data acquisition, network technologies, and user interfaces are contributing to
fast emerging applications in markets, sales, logistics, management, financial transactions,
hospitality and health, to name a few examples.

Second, the diversity in the patterns of emergence is multidimensional: fast growing is
important indicator that some technologies may be taking off. But this is often combined
with novelty, which in this paper means that the technologies also change at a fast rate, and
it is more difficult to predict how they will evolve and how this will affect other technologies.

Third, because novelty (radical innovations) is generated more in the underlying tech-

nologies than in their applications (incremental innovations), it is important to track the
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scientific and technological developments of the fast growing and most novel technologies to

improve our understanding of their future directions.
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Figures

Figure 1. Number of Patents by Assignee Country for All Clusters

Note: Distribution of assignee country for all the patents. This information is available for 64.55%
patents. Out of these, China is the only assignee country for 64.64% patent families.
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Figure 2. Novelty and Impact by Geography (controlling for year)

(a) Novelty (b) Impact

Note: These results correspond to all the patents.

Figure 3. Number of Patents by Assignee Country for Novel Clusters

Note: Assignee country for patents in the novel and offshoot set. This information is available for
82.70% of patents. Out of these, the assignee country is exclusively China for 37.78% patents.
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Figure 5. Word Clouds: Emergence Patterns
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Figure 6. Technology Types: Box Plot
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Figure 7. Patterns of Emergence: Publications
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Figure 8. Word Clouds: Emergence Patterns for Publications
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Figure 9. Science Area Types Papers: Box Plot
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Tables

Table 1—List of Technology Families

Technology family Some examples

Robotics Swarm robotics, robotic vehicles

Data Acquisition Technologies Remote sensing, [oT, scanners

Data management Database systems, cryptography, security, blockchain
Computing computing architectures e.g. cloud, edge, neuromorphic, fog
AT & Intelligent Information System ML, NLP, multi-modal data processing

Additive manufacturing CAD, CAM, rapid prototyping, 3D printing

Networking [oT, wireless communication

User interface VR/AR, smart personal assistants, interactive holograms

Table 2—FEmerging Cluster Patterns: Patents

Pattern #Technologies #Patents % Novel % Impactful Growth Coherence Uncertainty Birth Year

1 47 168.83 47.28 17.65 18.47 73.73 32.40 2015.51
2 48 339.44 45.32 9.80 17.15 75.06 10.65 2015.90
3 36 316.55 60.34 14.69 11.47 73.18 16.50 2014.17
4 187 303.92 52.00 11.94 7.24 72.04 11.98 2012.21
) 91 483.08 52.32 6.97 6.41 72.50 5.73 2012.00
6 90 365.46 19.54 9.88 5.72 74.71 3.18 2012.07

Note: The table represents summary of emergence patterns within each pattern. #Patents is the
total number of patents within each group, % novel is the share of novel patents, % impactful is
the share of impactful patents, growth is the gradient of growth, i.e. number of patents/age of
the technology (in years). Coherence is the mean of cosine similarity between patents within a
cluster. Uncertainty is conceptualized as the number of novel patents in the most recent year as a
proportion of all patents within that cluster.

Table 3—Emerging Cluster Patterns: Publications

Pattern #Technologies #Publications % Novel % Impactful Growth Coherence Uncertainty Birth Year

1 27 493.30 59.54 22.56 68.98 66.51 42.75 2016.22
2 33 637.60 49.26 14.48 29.75 64.50 20.08 2013.58
3 63 1994.21 44.33 10.71 27.15 61.95 4.34 2012.02
4 176 882.81 49.45 15.52 19.90 62.59 9.71 2012.14
5 59 913.44 28.38 9.97 12.15 64.71 2.50 2012.05
6 142 1054.00 53.90 7.73 12.04 59.71 4.65 2012.00

Note: The table represents summary of emergence patterns within each pattern. #Publications is
the total number of publications within each group, % novel is the share of novel publications, %
impactful is the share of impactful publications, growth is the gradient of growth, i.e. number of
publications/age of the technology (in years). Coherence is the mean of cosine similarity between
publications within a cluster. Uncertainty is conceptualized as the number of novel publications in
the most recent year as a proportion of all publications within that cluster.
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Table 4—Confusion matrix: Emergence Patterns

Pattern/Multicountry Pattern 1 2 3 4 5 6 Total
1 64 0 0 22 0 2 88
2 0 34 0 0 O 0 34
3 0 8 20 0 1 0 29
4 0 0 0 42 26 21 89
d 0 12 0 0 22 0 34
6 25 0 14 0 0 129 168
Total 89 54 34 64 49 152 442

Note: Confusion matrix for technology types and technology types for multi-country technologies,
i.e. technologies for which at least 90% patents are filed in multiple countries.

35



Appendix
Figures

Figure A.1. Novelty Distribution by Year
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Note: Distribution of the novelty metric for all patents and publications during 2012-2021.
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Figure A.2. Distribution of Novel papers across Clusters

Figure A.3. Diversity of Novel Clusters in Queries

(a) Patents (b) Publications

Note: The figure shows histogram for diversity defined as the number of manually
constructed queries in which a cluster specializes (RC' A > 1) for patents and publications.
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Figure A.4. Major Technologies
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related to digital automation technologies. These are projected on a two-dimensional space
using UMAP (McInnes et al., 2018). The color coding represents further aggregation based
on the cluster centroids.
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Figure A.5. Major Technologies
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Figure A.6. Novelty and Impact by Geography (controlling for year)

(a) Novelty

(b) Impact

Index

Note: These results correspond to patents in the novel patents and their offshoots set.
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Figure A.7. Number of Patents by Country Filed for Novel and Off-shoot Clusters

Note: Patent filing location for novel and offshoot patents s.t. patent filed in multiple countries.
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Figure A.8. Novelty and Impact by Geography (controlling for year)

(a) Novelty (b) Impact

Note: These results correspond to novel and offshoot patents filed in multiple countries.
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Figure A.9. Patterns of Emergence: Multicountry Clusters
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Figure A.10. Word Clouds: Emergence Patterns for Multicountry Clusters
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